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Abstract

This study investigates the use of attention-shaping tools and their interactions with expertise and perceptions of control on individual decision-making about risks in IT projects. The paper uses data collected from 118 IT project experts and 140 novices through a role-playing experiment to provide several novel insights into how these three factors independently and collectively influence perception of risks and subsequent project continuation decisions. First, attention-shaping tools have a significant effect on both risk perception and decision-making. However, among individuals with low expertise, risk shaping tools exhibit a significant but dual-sided effect on risk perception. They help identify risks captured by the attention-shaping tool but simultaneously introduce blind spots in their risk awareness. Second, while individuals with greater expertise perceive significantly higher levels of risks relative to those with lower expertise, the level of expertise had generally no influence on decision-making. Third, we found that perceived control is a powerful factor influencing both risk perception and decision-making. Implications for research and practice are discussed along with potential avenues for future research.
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1. Introduction

High failure rates among IT projects have been the subject of numerous industry surveys and reports. The frequency of failure is still high at 23\%, and the frequency of “challenged” projects is also high at 49\%\cite{38}. There are many reasons why IT projects fail. In a multinational study, Schmidt et al.\cite{34} identified fifty-three risk factors that can contribute to IT project failure.

While this large number of risk factors provides good reasons for the many project failures, it is important to remember that “only risk that is underappreciated and unmanaged has the power to surprise”\cite{39}.

Project-level risk assessment is a key discipline that helps project managers identify what aspects of a project warrant close attention and supports them in making decisions about whether and how to continue\cite{3–5}. Prior research has suggested that risk assessment tools will be useful to organizations because they allow managers to more effectively assess and manage risks associated with IS development\cite{3}. The assumption is that risk assessment tools will provide managers with more accurate perceptions of risk, thereby allowing them to
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make better informed decisions and ensuring more successful outcomes [26]. However, little is known about how individuals assess risk in IT projects and how different conditions impact their perception and decision-making. The purpose of this study is therefore to investigate empirically how specific conditions impact IT risk perception and subsequent decisions on whether to continue an IT project. Specifically, we focus on three conditions that have attracted particular attention in the IT literature and other reference disciplines: use of an attention-shaping tool [9, 10, 23]; degree of expertise [1, 20, 31]; and, perceived control over the project [16, 25, 35].

The study is based on a role-playing experiment including 118 practitioners with high expertise in IT projects and 140 university students with low expertise. Each subject was asked to play the role of project manager, assess the risks involved in their project, and make a decision on how to continue. Results from the experiment provide valuable insights into IT project risk assessment practices. First, aggregated across all subjects the tool had significant impact on risk perception and decision-making. For individuals with low expertise, however, the tool helped them identify risks captured by the tool, but it also made them overlook risks not captured by the tool, hence creating blind spots in their awareness. While individuals with more expertise perceived significantly higher levels of risks as compared to those with more limited expertise, level of expertise had no impact on decision-making. Finally, perceived control turned out to be a powerful factor influencing both risk perception and decision-making.

The remainder of the paper is organized as follows. Section 2 provides a review of the literature and Section 3 develops hypotheses for testing. Section 4 describes the research methodology employed to conduct the experiment. Section 5 presents the findings and results from our data analysis. The paper concludes by discussing the findings, the limitations of the study, and the implications for both research and practice.

2. Literature review

Among the various approaches for reducing IT project failures, risk management has gained enormous attention [4, 34]. There are two major phases for IT project risk management: assessing risks and taking actions to control the risks [4]. Risk assessment – our focus here – is of considerable importance because no appropriate actions can be taken to mitigate risks without first identifying and evaluating them.

Risk assessment consists of three major activities: risk identification (identifying the risk factors), risk analysis (determining the probability of each risk factor and the associated loss), and risk prioritization (ranking the identified risks according to their compound impact to support subsequent decision-making about whether to continue the project) [4]. Research has been done for each of the three activities. To help IT project managers avoid overlooking risks during risk identification, researchers have produced a set of checklists by synthesizing the literature or conducting empirical investigations [3, 5, 29]. Research has also suggested other methods that facilitate risk identification such as scenarios, brainstorming, and examination of past or similar situations [2]. General risk literature and IT risk literature has addressed risk analysis issues by employing quantitative methodologies such as Probabilistic Risk Assessment [24], Livermore Risk Analysis Methodology [10], and Stochastic Dominance [31]. Rainer et al. [32] proposed a risk analysis process, which employs a combination of qualitative and quantitative methodologies, to assess an organization’s overall IT risk posture. In the IT project area, Barki et al. [3] were the first to develop an instrument to quantitatively measure development risks. Wallace et al. [40] identified six dimensions of IT project risk and developed reliable and valid measures for each. Ngai and Wat [30] developed a prototype risk assessment system that used fuzzy set theory to combine multiple subjective evaluations into an aggregate assessment of risk for IT projects. Risk assessment is also addressed by other more general risk management approaches, such as risk lists, risk-action lists, risk-strategy models, and risk-strategy analysis [14]. For example, Tiwana and Keil [39] developed a risk assessment tool for IT projects by combining weighted measures of risk in six project categories.

Despite the significant attention placed on risk assessment to support decision-making in IT projects and the huge variety of methods and tools proposed for conducting risk assessment, little is known about how different conditions impact IT risk assessment practices. Based on the IT literature and other reference disciplines, we focus on three particular conditions that have attracted attention and where we found no...
empirical studies investigating the impact of these conditions on assessment practices.

2.1. Attention-shaping tools

A first important condition is the use of risk assessment tools and the possible ways in which they contribute to shaping the user’s attention to specific risk items [9,10,23]. A conceptual analysis in the literature suggests that different assessment tools will contribute to shaping managerial attention in different ways [18]. But no research has empirically investigated the influence of software-based risk assessment tools in shaping individual risk perception and decision-making.

On a general level, it has long been known that managers’ attention to details of a situation is selective [8]. From an organizational perspective, framing a situation relative to a chosen reference point will also shape managers’ perception and decision-making [9]. Individual attention to risks can be influenced by values [12], unmodeled information [16], and high consequence alternatives [23]. This suggests that astute managers should choose risk assessment tools with care and preferably based on insights into how they impact outcomes. Managers may adopt tools already at their disposal as part of their organizational operational routines or from external sources such as industry journals and textbooks.

Theoretical analysis of risk assessment tools suggests differences stemming from the way they contribute to shaping managers’ attention [25]. When mapped against Leavitt’s [22] socio-technical model of organizational change, several prominent risk management approaches were found to exhibit significant differences in the way they encourage managers to view risks and in the scope of techniques provided to resolve them [25]. Davis [7], for example, focuses on IT requirements specification and suggests emphasizing actor- and task-related risks and to resolve these through technological and structural interventions. In contrast, McFarlan [28] focuses more broadly on IT projects and suggests emphasizing actor-, technology-, and task-related risks and to resolve these through structural interventions.

2.2. IT project expertise

A second important condition is the degree of expertise of the individual conducting the risk assessment [1,20,31]. Research in a wide variety of disciplines, including medicine and software engineering, has established differences between novice and expert perception and behavior [1,21]. During IT project requirements determination, for example, expert systems analysts were found to have higher ability to identify relevant triggers compared to novice analysts [31]. No known study, however, has examined the differences between novices and experts in the context of IT project risk assessment.

Research in a wide variety of disciplines has established differences between novices and experts, in terms of their cognitive skills, practices, and the nature and structure of their knowledge [1,21]. For example, the literature indicates that novices have limited amounts of episodic knowledge (the collection of specific job-relevant events or situations) [20] and procedural knowledge (the knowledge about “how to” perform an activity) [6], they have superficial and sparse knowledge structures [2,15], and their ability to identify triggers (i.e., clues) relevant to a problem setting is limited [31].

Differences between novices and experts are also well established within the IT literature. Though we know of no prior research that has investigated expertise in the context of software project risk assessment, several studies have examined differences with respect to software project teams and systems analysis tasks. Walz et al. [41] found that project team members with broad experience performed better than members with limited experience. Schenk et al. [33] compared the differences between novice and expert system analysts during requirements analysis and found differences both in problem understanding and problem-solving behaviors. Marakas and Elam [26] found that more senior analysts regularly incorporate previously developed techniques into their information gathering activities while the more junior analysts "may spend as much or more time in attempting to "discover" or develop their own style of inquiry than in actually gathering the information necessary to complete the requirements specification" (p.57).

The established differences between novices and experts across a variety of domains suggest that individuals would assess risks differently depending on their level of IT project expertise. Novices may have difficulty knowing “how to” (i.e., more limited procedural knowledge) perform risk assessments due to their limited episodic knowledge. As a consequence, novices are more likely to rely on “weak methods” [6] learned from books or acquired from other jobs or life situations. Similarly, since novices’ knowledge structure is relatively sparse as compared to experts’, it might constrain novices’ ability to identify triggers relevant to project risks.

2.3. Perceived control

A third important condition is the individual’s perceived control over the project [16,25,35]. The risk
literature suggests that when a risk has the potential to negatively impact project success, a sense of control can increase the expectation that risks can be avoided [17]. As firms increasingly pursue selective outsourcing of IT projects where there is inherently less perceived control, it becomes especially important to understand how managers cognitively assess risk based on their perceptions of project control. However, little is known about how the degree of perceived control over an IT project impacts risk perception and decision-making.

There are many different forms of control available to managers such as formal project management techniques or informal team interactions [19]. IT project members can be subject to direct control through reporting relationships or influenced by indirect controls such as financial incentives. Such organizational controls depend on motivational effects and communication structures. Other forms of control rely on gaining access to key knowledge that can help in making design decisions or choosing among alternative technologies. The importance of management control to implementation success has been empirically demonstrated [11].

Managerial control is especially important in the context of IT project risks. In the IT literature, a study involving over forty experienced project managers in three different continents suggested that project risks identified as the most important were often considered to be the least controllable [17]. In the general risk literature, a strong correlation between personal risk assessment and perceived control has been observed [36]. In financial markets, intermediaries such as brokers and clearing agents are viewed as control mechanisms that decrease risk by limiting transaction failure [42]. Also, a perception of control in risky situations is generally important because managers modify their estimate of outcome likelihood if they sense they can take action to mitigate the impact of adverse events [27].

### 3. Conceptual development

Risk perception is the belief that there exist sources of risk with potential to adversely affect project outcomes. Risk perception at the project level may reflect both the likelihood of various risks occurring and the extent to which they could materially impact project outcomes. Associated decision-making is the managerial choice of whether or not to continue with a project including what investments in time and resources are needed. For example, if the likelihood of failure is significant and the expected cost of failure is high, then a project manager may not be willing to accept such a risk. On the other hand, if the expected benefits are large enough, a manager may be willing to pursue an opportunity with some degree of uncertainty. While there are many different factors that can affect risk perception and decision-making, the literature suggests that the following three conditions may be especially important in IT projects: risk assessment tools, expertise, and perceived control. These considerations lead to the research model in Fig. 1.

To examine the three conditions and their effect on risk assessment and continuation decisions in IT projects, this study considered three research questions.

1. What is the influence of a risk assessment tool on risk perception and decision-making?
2. What is the influence of expertise on risk perception and decision-making?
3. What is the influence of perceived control on risk perception and decision-making?

Risk assessment tools are designed to enhance risk management by identifying potential sources of risk and evaluating them. More importantly, they aid managerial information processing by helping integrate a variety of information about a project into aggregate factors that managers can more readily use for comparisons across projects. We posit that having such tools can improve the comprehensiveness of risk assessment and increase the decision-maker’s sensitivity to risk. Thus, the increased awareness of risks should both lead to an increase in perception that the project is likely to fail and result in more risk-averse decision-making. This leads to the following hypotheses:

**H1a.** Use of a risk assessment tool will result in a heightened level of risk perception.

**H1b.** Use of a risk assessment tool will result in more risk-averse decision-making.

Further, because of the intangible and complex nature of software and the multi-dimensional and dynamic nature of IT projects, experts may have more ability to identify and make sense of clues relevant to project risks than novices. Experts have broader and better structured knowledge about IT project risks, and...
they are able to link previous risk assessment experiences with the current situation. Novices, in contrast, will find it more difficult to identify relevant clues and make sense of how a project might be impacted. This leads to the following hypotheses:

H2a. A higher level of expertise will result in a heightened level of risk perception.

H2b. A higher level of expertise will result in more risk averse decision-making.

Perceived control provides project managers with a sense that they can influence people and events in ways that mitigate risks. In this study, we operationalize perceived control by manipulating whether a given project is internal or is outsourced to an offshore vendor. When control is lacking, a manager may be concerned that risks will proceed unchecked and potentially do greater harm. This concern is expected to affect risk perception and decision-making. Thus,

H3a. A low degree of perceived control will result in a heightened level of risk perception.

H3b. A low degree of perceived control will result in more risk averse decision-making.

4. Research methodology

A role-playing laboratory experiment with a $2 \times 2 \times 2$ factorial design was used to test the proposed hypotheses. Two subject pools consisting of novices and experts were recruited for the study. Subjects from each pool were randomly assigned to one of four treatment groups (with tool/high control, without tool/high control, with tool/low control, and without tool/low control). The participants first read a short IT project scenario, which was developed that asked the participants to assume the role of project manager in the IT department of a retailer that was in the middle of a development project. The scenario was written using language that did not include any technical terminology. Since the target population was college level and higher, participants were expected to understand basic business and project concepts. The scenario was embedded with information on the six risks included in the tool.

4.1. Risk assessment tool

The risk assessment tool was implemented as an interactive spreadsheet that calculates a risk score by combining weighted measures of risk in six project categories (Fig. 2); the weights were derived from Tiwana and Keil [39]. The six risks included in the tool are listed in Table 1. The respondent interactively uses the tool to assess the overall risk score of a project. Based on the respondent’s interpretation of the project description, the respondent assigns each of the six risks on a scale of 1 to 10. The tool then uses the weights from Tiwana and Keil’s empirical study to automatically compute a holistic project-level risk score based on the respondent’s ratings of each of the six risks. The tool also color codes the project risk score as red, yellow, or green based on whether the overall risk score is classified as high, medium, or low relative to the highest possible score of 100 and the lowest possible score of 10. The risk assessment tool used in this study is therefore representative of the typical decision support system that integrates project-specific information from a user into a holistic, integrated assessment that can be used to guide individual decision-making about a specific project.

4.2. Instrument development

The instrument was pre-tested and refined during the course of three pilot tests before conducting the main study. Two versions of a hypothetical business scenario were developed that asked the participant to assume the role of project manager in the IT department of a retail company that was in the middle of a development project. The scenario was written using language that did not include any technical terminology. Since the target population was college level and higher, participants were expected to understand basic business and project concepts. The scenario was embedded with information on the six risks included in the tool.

---

3 The tool was adapted to meet the needs of this research study. First, functionality was added to the tool to prevent participants from entering invalid data. Valid data for the risk analyzer tool was defined as numeric values ranging from 0 to 10. Second, the tool was programmed to provide participants with positive visual feedback during correct usage. When participants first viewed the risk analyzer tool without entering any value, no risk score was displayed. After entering at least one valid risk item value, a corresponding risk score would be displayed. Subsequently, as additional risk item values were entered or existing values were changed, the risk score would immediately change to reflect an appropriate corresponding aggregate risk score. These two modifications were intended to minimize the incidence of invalid risk scores.
risks captured by the risk assessment tool. Overall, the scenario was designed to result in a moderate to high level of risk as measured by the risk assessment tool. Two versions of the scenario were designed to operationalize different levels of managerial control. The two scenario versions differed in the following key phrases:

4.2.1. Outsourced IT project

Three months ago, your company hired a firm in Beijing, China to develop software. All project team members are located in China and none of them report to you or anyone else in your company ... The “outsourced” version of the scenario operationalized a low degree of management control, and the “internal” version characterized a high degree of control. The complete “outsourced” version of the scenario is provided in Appendix A.

4.2.2. Internal IT project

Three months ago, your company started an internal software development project. All project team members are located in the headquarters in Atlanta and report directly to you ...

The “outsourced” version of the scenario operationalized a low degree of management control, and the “internal” version characterized a high degree of control. The complete “outsourced” version of the scenario is provided in Appendix A.

4.3. Scale development

The scales used to measure the constructs in this study were adapted from previously validated instruments provided in the literature [18,35] (Appendix B).

4.3.1. Independent variables

4.3.1.1. Risk assessment tool. For this condition, either the risk assessment tool was used by the subjects or it was not. When the tool was present, subjects were asked to use it to obtain a risk score, and to refer to the risk score when...
completing their questionnaire. When the risk assessment tool was not used, neither it nor the risk score it provides were mentioned in any of the materials provided.

4.3.1.2. Expertise. Expertise was manipulated by selecting subjects from two different populations, one whose members have extensive experience with IT projects, and the other characterized as novices.

4.3.1.3. Control. The degree of perceived control was manipulated by framing the project as internal (high control) or outsourced (low control).

4.3.2. Dependent variables

4.3.2.1. Risk perception. Risk Perception was measured using a four-item scale adapted from Sitkin and Weingart [35]. For example, in response to the question, “how would you characterize the current status of this project?” subjects were asked to choose from a 7-point Likert scale anchored at each end with “Significant threat” and “Significant opportunity”.

4.3.2.2. Decision-making. The decision about whether or not to continue the project was measured by three, 8-point, semantic-differential items adapted from Keil et al. [18]. For example, the scale to indicate likelihood that the subject would recommend continuation or discontinuation of the project was anchored at each end with “Definitely lean towards discontinuing” and “Definitely lean towards continuing”.

4.3.3. Control variable

4.3.3.1. Risk propensity. Because prior research has shown a relationship between risk propensity and risk perception, we controlled for individual risk propensity. This variable was measured using a five-item scale adapted from Sitkin and Weingart [35]. For example, in response to the question, “your tendency to choose risky alternatives based on the assessment of others on whom you must rely?” subjects were asked to choose from a 7-point Likert scale anchored with “Extremely LESS likely than others” on one end and “Extremely MORE likely than others” on the other end.

4.4. Pilot tests

Three pilot tests were conducted to refine both the scenario and the questionnaire items before the research instrument was administered to the target populations. Twelve graduate students (Masters or PhD level) participated in the first pilot test and were asked to provide feedback regarding the instrument. Their feedback was used to refine the experimental materials. Fourteen students randomly selected from the university campus participated in the second pilot test. Their comments were used to further refine the materials. A different set of eleven students were used for the third iteration of this refinement process. Based on their feedback, no further modification was made to the instrument.

4.5. Data collection

Two subject pools were recruited to obtain different levels of expertise. The novice subject pool was drawn from a university student population at a large public university in the southeastern United States. The international reputation and flexible structure of programs at the university attract students with diverse cultural backgrounds and various levels of business experience. 140 participants were recruited from the general student population at several campus locations near facilities with computers that participants could use to access the risk assessment tool. This subject pool was expected to have minimal knowledge of systems development and thus could be considered novices with respect to IT projects.

The expert subject pool was drawn from a leading wireless communications corporation. A contact within the company was enlisted to solicit participants from this population. The contact was provided with text that described the experiment and information about how to participate. The contact then sent an email with this text to all members of her department, inviting them to

---

4 Specifically, the scenario was modified to make the business purpose more explicit; the source of Risk Analyzer was added into the instrument, in order to increase the credibility of the tool; and validation functions were added in the Risk Analyzer spreadsheet to reduce the chance that subjects would input invalid information. The data analysis results also showed that several constructs’ internal reliability were not high enough (with Cronbach’s alpha value lower than 0.6). In order to improve internal reliability, several questions were reworded and reformatted to improve readability and understandability.

5 Because the subjects would be sampled from general university students, who may not have experience with IT projects, the risk items embedded in the scenario were adjusted to be more explicit. The manipulation for control levels (internal versus outsourced project) was also emphasized using highlighted key words relevant to the nature of the project. Last, the project objective described in the scenario was specified as developing an inventory management system, in order to make it easier for non-IS major subjects to understand. For the same purpose, the technical term “.NET architecture” was eliminated.
participate in the study. Two reminder emails were sent at one week intervals to maximize the response rate. 118 respondents participated in the study. These individuals were engaged in various IT projects and could be considered experts based on their extensive prior experience (see Table 2).

All 258 subjects were randomly assigned to one of four treatment groups representing all combinations of the two experimental manipulations for use of the risk assessment tool (with and without) and perceived control (internal and outsourced scenarios). Participants received instructions that described their task and the required steps. If their treatment was one of the two that involved using the risk assessment tool, then additional instructions were provided on how to access the tool. Actual time to complete the task ranged from 15 to 30 min.

5. Results

A summary of subject demographic characteristics for participants is presented in Table 2. The profiles for novices and experts are consistent with expected differences between the two subject pools. In particular, the reported values for number of years of full-time work experience reflect the difference in expertise: novices averaged 3.4 years and experts averaged 12.6 years.

Validity of the instrumentation was confirmed using manipulation checks and reliability testing. The manipulation of perceived control was assessed using a single item measure that asked respondents whether the situation depicted in the scenario allowed a high degree of control over the project. Subjects in the internal project condition were expected to report a higher perception of control over the project than subjects in the outsourced project scenario condition. ANOVA results indicated that perceived control differed between the two conditions at a statistically significant level ($F=44.5, p<0.001$). Thus, the manipulation of perceived control was deemed successful.

5.1. Reliability tests

Table 3 shows internal reliability results for the measures used to assess the dependent variables (risk perception and continuation decision) and control variable (risk propensity). Reliability of each multi-item scale was assessed by calculating Cronbach’s alpha. Since Cronbach’s alpha values for both dependent variables were well above the minimum standard of 0.70, they provide evidence of high internal reliability [37]. Cronbach’s alpha value for the control variable was lower than those of dependent variables, but still close to the threshold of 0.7.

5.2. Hypothesis testing

Multivariate analysis of covariance (MANCOVA) was employed to evaluate relationships between treatment manipulations and the two dependent variables — risk perception and decision-making, including risk propensity as a covariate. Because the dependent variables were related, it was appropriate to determine statistical significance of effects using a combined linear model [13]. Since their correlation (0.59) was not high, there would be little loss of power due to multicollinearity. For this experimental design, MANCOVA was also preferred to univariate analysis of variance to reduce the risk of Type I error. The covariate (risk propensity) included in the test meets the assumption that it is highly correlated with the dependent variables ($p<0.01$ for both DVs) but not correlated with the independent variables ($p>0.1$ for all three IVs). The homogeneity of regression effect assumption for MANCOVA is met in all conditions except one; risk propensity has an unequal effect ($p=0.012$) on decision-
making between groups with different expertise. Therefore, readers are cautioned when interpreting results for this combination of conditions.\( ^6 \) Table 4 shows the number of subjects in each treatment condition. Because MANCOVA performs a simultaneous test of all variables in the model, cases with missing items are excluded. Results of the MANCOVA analysis are presented in Table 5. All statistical tests used one-tailed analysis.

Before considering main effects, the MANCOVA results were examined for evidence of interaction effects among the three independent variables. None were statistically significant, allowing us to focus on the main effects.

The first pair of hypotheses predicted that participants who used the risk assessment tool would perceive higher levels of risk and exhibit more risk averse decision-making when compared to participants who did not use the tool. The effect was significant for decision-making at the 0.05 level \((p=0.032)\), and significant for risk perception at the 0.1 level \((p=0.09)\). Thus, both hypotheses 1a and 1b were supported by the empirical data. However, the effect of the risk assessment tool on risk perception and decision-making behavior was small (explaining less than 1% and 2% of the variance in decision-making, respectively). Further, a subgroup analysis revealed that the effect of the risk assessment tool on decision-making behavior was significant for novices, but not for experts.

The second pair of hypotheses predicted that experts would perceive higher levels of risk and exhibit more risk averse decision-making when compared to novices. This effect was significant for risk perception \((p<0.01)\), but not significant for decision-making \((p>0.1)\). Thus, Hypothesis 2a was supported by the empirical data, but Hypothesis 2b was not supported. Therefore, the expected influence of expertise was only partially confirmed by the evidence. Experts perceived significantly higher levels of risk than novices, but their decision-making behavior was not significantly different.

The third pair of hypotheses predicted that conditions with a low degree of perceived control would be associated with higher levels of risk perception and exhibit more risk averse decision-making when compared to conditions with a high degree of perceived control. Both of these effects were significant \((p<0.01)\). Thus, Hypotheses 3a and 3b were both supported by the data. The observed effect of perceived control on risk assessment and decision-making behavior is the first empirical evidence of such relationships in the context of IT projects. A summary of the hypothesis testing is presented in Table 6.

Since one of our six hypotheses was not supported \((H2b)\), we examined statistical power for this test. The results showed that the power level \((0.152 \text{ for the test})\) was not sufficiently high to safely conclude that there is no effect. One possible reason for this low power is that the effect size for the hypothesized relationships is small. Larger sample sizes would be required to reliably detect such effects. Future studies with greater statistical power will be needed to further investigate the effects predicted in Hypothesis 2b.

While the MANCOVA results only marginally support the expected effects of the risk assessment tool on risk perception, a closer examination of the data suggests that the tool did have some interesting impacts. Table 7 presents mean values of risk perception for each of the treatment groups. Significant relationships identified in MANCOVA can be confirmed such as the finding that experts perceive more risk than novices. In each of the four combinations of treatment conditions, the mean level of perceived risk for experts is significantly higher than that for novices. When considering the influence of perceived control on risk perception, one treatment condition does not exhibit the relationship that was found using MANCOVA. Novices who assessed risk with support from the risk assessment tool showed very little difference in perceived risk between the internal and outsourced project scenarios \((4.1 \text{ versus } 4.0)\). Interestingly, novices who assessed risk without support from the tool exhibited lower perceived control with higher perceived risk. One possible explanation for this pattern is that the categories of risk that were embedded in the risk assessment tool did not include project control (see Table 1), which is the distinguishing risk factor between the internal and outsourced project scenarios. Since novices possess more limited domain knowledge of the relevant risk factors than experts, they may have a tendency to rely on guidance provided by the tool to construct their

---

\( ^6 \) Because the homogeneity of regression effect assumption is not maintained for this condition, the covariate (risk propensity) is a potential confound in the analysis. We can not rule out the possibility that the effect of risk propensity interfered with our ability to assess the relationship between expertise and decision-making behavior.

| Table 4 | Sample sizes |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| Risk analysis tool | Perceived control | Internal | Expert | Novice | Expert |
| With | 34 | 19 | 34 | 26 |
| Without | 23 | 19 | 37 | 25 |
perception of risk. Because the tool ignores project control, novices may have been unable to detect a significant difference in perceived risk between the internal and outsourced scenarios when using the tool.

For novices who assessed risk in the high perceived control treatment condition (internal project scenario), use of the risk assessment tool was associated with a higher perceived level of risk compared to novices who did not use the tool (4.1 versus 4.6). This relationship strongly exhibits the effect that is predicted by Hypothesis 1a. Comparison of the mean values for these subgroups using MANCOVA indicates a statistically significant difference ($F=5.022, p=0.015$). None of the other treatment conditions show a similar relationship.

A possible explanation for this observation is also related to the exclusion of project control in the categories of risk that were embedded in the risk assessment tool. In this case, since project control is not a risk factor in the internal (non-outsourced) project scenario, the tool had the expected effect of enhancing risk perception for novices in the internal project scenario. In the outsourced scenario, however, the tool was less relevant because it did not include a risk category for perceived control, which is a powerful risk factor. Therefore, use of the tool matters little in the

| Table 5 |
| Tests of between-subjects effects |

<table>
<thead>
<tr>
<th>Source</th>
<th>DV</th>
<th>Type III squares</th>
<th>Mean square</th>
<th>$F$</th>
<th>Sig.(d)</th>
<th>Partial $\eta^2$</th>
<th>Observed power(a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corrected model</td>
<td>RPC</td>
<td>96.343(b)</td>
<td>12.043</td>
<td>9.060</td>
<td>0.000</td>
<td>.258</td>
<td>1.000</td>
</tr>
<tr>
<td>Intercept</td>
<td>CTN</td>
<td>48.607(c)</td>
<td>6.076</td>
<td>2.928</td>
<td>0.002</td>
<td>.101</td>
<td>.975</td>
</tr>
<tr>
<td>Risk Propensity</td>
<td>RPC</td>
<td>69.153</td>
<td>69.153</td>
<td>52.024</td>
<td>0.000</td>
<td>.200</td>
<td>1.000</td>
</tr>
<tr>
<td>Control</td>
<td>CTN</td>
<td>172.728</td>
<td>172.728</td>
<td>83.235</td>
<td>0.000</td>
<td>.286</td>
<td>.991</td>
</tr>
<tr>
<td>Tool</td>
<td>CTN</td>
<td>22.658</td>
<td>22.658</td>
<td>10.918</td>
<td>0.001</td>
<td>.050</td>
<td>0.950</td>
</tr>
<tr>
<td>Expertise</td>
<td>CTN</td>
<td>15.165</td>
<td>15.165</td>
<td>11.408</td>
<td>0.001</td>
<td>.052</td>
<td>0.957</td>
</tr>
<tr>
<td>Control*Tool</td>
<td>RPC</td>
<td>2.498</td>
<td>2.498</td>
<td>1.879</td>
<td>0.086</td>
<td>.009</td>
<td>0.392</td>
</tr>
<tr>
<td>Control*Expertise</td>
<td>CTN</td>
<td>2.498</td>
<td>2.498</td>
<td>1.879</td>
<td>0.086</td>
<td>.009</td>
<td>0.392</td>
</tr>
<tr>
<td>Tool*Expertise</td>
<td>CTN</td>
<td>59.616</td>
<td>59.616</td>
<td>44.850</td>
<td>0.000</td>
<td>.177</td>
<td>1.000</td>
</tr>
<tr>
<td>Control<em>Tool</em>Expertise</td>
<td>CTN</td>
<td>1.788</td>
<td>1.788</td>
<td>.862</td>
<td>0.177</td>
<td>.044</td>
<td>.241</td>
</tr>
<tr>
<td>Error</td>
<td>CTN</td>
<td>1.289</td>
<td>1.289</td>
<td>.970</td>
<td>0.163</td>
<td>.005</td>
<td>.258</td>
</tr>
<tr>
<td>Total</td>
<td>CTN</td>
<td>.028</td>
<td>.028</td>
<td>.013</td>
<td>0.454</td>
<td>.000</td>
<td>.102</td>
</tr>
<tr>
<td>Corrected total</td>
<td>CTN</td>
<td>.073</td>
<td>.073</td>
<td>.035</td>
<td>0.426</td>
<td>.000</td>
<td>.106</td>
</tr>
<tr>
<td>RPC=Risk Perception; CTN=Continuation Decision.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6
Summary of results

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>IV</th>
<th>DV</th>
<th>Result</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1a</td>
<td>Risk analysis tool</td>
<td>Risk perception</td>
<td>s</td>
<td>Tool matters</td>
</tr>
<tr>
<td>H1b</td>
<td>Continuation decision</td>
<td>s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H2a</td>
<td>Expertise</td>
<td>Risk perception</td>
<td>s</td>
<td></td>
</tr>
<tr>
<td>H2b</td>
<td>Continuation decision</td>
<td>ns</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H3a</td>
<td>Perceived control</td>
<td>Risk perception</td>
<td>s</td>
<td></td>
</tr>
<tr>
<td>H3b</td>
<td>Continuation decision</td>
<td>s</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a. Computed using alpha=.05.  
b. $R$ squared=.258 (adjusted $R$ squared=.230).  
c. $R$ squared=.101 (adjusted $R$ squared=.067).  
d. All $p$ values are for one-tailed analysis.
Outsourced scenario. It appears that risk perceptions for experts were not influenced by use of the tool because they already possessed domain knowledge of the relevant risk factors.

6. Discussion

The purpose of this research is to shed light on IT project risk assessment practices, in particular how assessment tools, expertise, and perceived control influence risk perception and decision-making.

Regarding the influence of the risk assessment tool across the entire pool of subjects, we found that the use of the tool significantly impacted decision-making, but had only a marginally significant impact on risk perception, (i.e., only Hypothesis 1a was supported at 0.1 level). (We used the $p<10\%$ significance level to balance the risks of Type I and Type II error.) This finding of a marginally-significant relationship is surprising given the literature’s emphasis of how risk tools contribute to shaping the attention of IT project managers [25]. Some possible explanations include: (1) the risks embedded in the scenario were readily apparent to the subjects without the aid of the risk assessment tool, and (2) the assessment tool adopted for the experiment offers a relatively simple conception of IT tools contribute to shaping the attention of IT project managers [25].

<table>
<thead>
<tr>
<th>Risk analysis tool</th>
<th>Perceived control</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Internal</td>
<td>Outsourced</td>
</tr>
<tr>
<td></td>
<td>Novice</td>
<td>Expert</td>
</tr>
<tr>
<td>With</td>
<td>4.1 (1.2)</td>
<td>3.4 (1.2)</td>
</tr>
<tr>
<td>Without</td>
<td>4.6 (1.1)</td>
<td>3.4 (1.3)</td>
</tr>
</tbody>
</table>

1=high risk, 7=low risk.

With a project and therefore make them less cautious than they might otherwise be.

Regarding the influence of expertise, we found that individuals with more expertise perceived significantly higher levels of risks as compared to those with more limited expertise. Hypothesis 2a was thus supported. A closer examination of the data provides further support for this pattern. In each of the four combinations of treatment conditions, the mean level of perceived risk for experts is significantly higher than that for novices. This finding is consistent with Schenk et al.’s [33] observation that experts have more ability to identify clues relevant to a problem setting than novices. However, contrary to our prediction, the level of expertise had no impact on decision-making, thus Hypothesis 2b was not supported. One possible explanation may be lack of statistical power as discussed earlier. Another possible explanation is that experienced individuals are generally more willing to take risks for a given level of risk perception thus balancing out the impact their expertise had on risk perception.

Finally, regarding the influence of perceived control, we found it to be a powerful factor influencing both risk perception and decision-making. Hypotheses 3a and 3b were hence confirmed. This confirms the suggested strong correlation between personal risk assessment and perceived control [36], and the observation that managers modify their estimate of outcome likelihood if they feel they can take action to alleviate the impact of adverse events [27].

7. Limitations

As with any other empirical study, our approach has certain limitations. The experimental method has been criticized for sacrificing external validity to achieve high internal validity. In order to increase the external validity, we used IT practitioners from industry and university students with business experience as subjects. Experience served as a proxy for expertise in our study. The participating practitioners (i.e., the experts) possessed considerable experience relating to IT projects (three years minimum and thirteen years on average), and the participating students (i.e., the novices) were from a university with a large fraction of part-time students who have some business experience (three years on average for our sample). However, we did not directly measure expertise, relying instead on experience as a proxy for expertise. Thus, one limitation of the study is that the students may not have had the domain expertise normally associated with a novice. Likewise, the practitioners may not have had the domain expertise...
normally associated with a true expert. Additionally, since the respondents were not directly involved in an actual project that they were evaluating, their role can be viewed as one of an external evaluator assessing project risk rather than a manager with a direct personal stake in an actual (rather than hypothetical) IT project. However, this approach was necessary to minimize the risks of social desirability bias and retrospection bias that would come into play had we anchored the study around actual projects involving the study participants. Furthermore, although the data collected for this study was cross-sectional, managers are likely to reassess project risks over the development lifecycle as development progresses. Accurately understanding managers’ risk assessments over the entire project lifecycle requires longitudinal data at the project level, which remains a promising avenue for future research.

Another limitation is that we only examined one particular attention-shaping tool [39]. This relatively simple tool has the advantage of making the experiment feasible for both experts and novices. For the experts, considering their professional commitments, using the tool required little effort. For the novices, the tool is self-explanatory enough that no training was needed although it contains specific knowledge about IT project risks. Other attention-shaping tools might impact risk perception and decision-making in different ways. Because of the adopted tool’s relative simplicity, it is possible that experts might not have gained additional insights, while they might have with a more sophisticated tool. In contrast, novices might have ascribed too much emphasis to the risk assessment scores produced by the tool, to the extent that they could have allowed it to strongly bias their own judgments about project risk. Nevertheless, the risk assessment tool used in this study is representative of the typical decision support system that integrates project-specific inputs from an individual IT manager into a holistic assessment that can be used to inform decision-making about a specific project. Additional research is needed to examine whether other types of attention-shaping tools – such as risk-action lists, risk-strategy models, and risk-strategy analysis [14] – would have similar impacts. Another fruitful avenue for future research is to compare the isolated use of a relatively simple risk assessment tool with portfolios of more sophisticated decision support systems for risk assessment and decision-making.

8. Implications and conclusions

Our study provided insight into how three different conditions influence individuals’ risk assessment in IT development projects: the use of an attention-shaping tool, the expertise of the individual conducting the assessment, and the perceived control over the IT project. First, the study clearly shows that decision support systems can and do affect decision-making in a software project context. As hypothesized, interacting with a risk assessment tool did make individuals more risk averse in their decision-making about whether to continue the project. This result has promising implications for both practice and research, for it suggests that putting the right tools in the hands of practitioners can make them less likely to continue a risky project. In this study, the effect of the tool on decision-making was small, which suggests that there are many other factors that influenced decision-making. For researchers, this suggests that there is a need to understand these other factors and to develop improved decision support systems in the area of risk assessment.

In terms of shaping risk perception, interaction with the tool seemed to be more influential for individuals with low expertise. However, such tools should be used with caution because they can create blind spots in risk awareness for those with more limited expertise. Second, individuals with more expertise consistently perceive higher levels of risks in IT projects, as compared to those with more limited expertise. Surprisingly, however, the difference in risk perception does not translate into differences in subsequent decisions on how to continue a project. Third, a low level of perceived control leads to higher levels of risk perception and corresponding risk averse decision-making. This suggests that perceived control influences both risk perception and decision-making.

These findings have implications for whether practitioners should adopt decision support tools when conducting IT project risk assessment. The study provides evidence that such tools can make novices less inclined to continue a risky project. In terms of how such tools shape risk perception, the study suggests that an attention-shaping tool can help novices assess IT project risks, but only when the tool captures the important aspects of a project’s risk profile. Otherwise, the guidance that the tool provides can create blind spots to certain risks, which in turn leads to skewed risk assessments. Our study also has implications for deciding who to engage in risk assessments and how to interpret the results from assessments made by different actors. First, experts consistently perceive higher levels of risks. Second, a low level of perceived control leads to higher levels of risk perception and correspondingly more risk averse decision-making among both novices and experts.
Our research highlights several promising directions for future research. First, future research can investigate why differences in risk perception between novices and experts do not translate into differences in decision-making. The study shows that while experts perceive higher levels of risk in IT projects as compared to novices, there is no significant difference in their willingness to continue the project. One possible explanation may be that experienced individuals are generally more willing to take risks for a given level of risk perception. This speculation needs, however, to be examined further. Second, researchers can investigate whether more advanced risk assessment tools will produce similar impacts on risk assessment outcomes. Our results indicate that a simple risk assessment tool is helpful for novices but not for experts. This may be because the guidance provided by a simple tool does not augment the expertise that the experts already possess. Future research is therefore needed to investigate whether and how experts’ risk perception and decision-making will be influenced by more advanced tools.

It should finally be noted that risk management is often a group exercise. While this study was focused on the individual as the unit of analysis, it might be fruitful to extend the inquiry to project teams as the unit of analysis. Such an extension could provide valuable insights concerning how group dynamics affect the assessment and management of software project risks.

Appendix A. Outsourced IT project

You are a project manager in the information technology (IT) department of an Atlanta-based retail store chain. Three months ago, your company hired a firm in Beijing, China to develop software for warehouse management which was projected to take 6 months to complete. All project team members are located in China and none of them report to you or anyone else in your company. You were assigned to monitor the project from Atlanta for your company.

The new system will be a standard application and will not require complex interconnections with existing systems. This project is unlike any other that the development team has undertaken. It is unique in the sense that it is the first warehouse management system that the company has taken. All 34 intended users are businesspeople located at the company’s main warehouse in Atlanta.

Prior to the start of this project, meetings were held with the intended users to brainstorm and prioritize their requirements for the system. The intended users were actively involved in the project from the beginning. For this project, a rough plan was created and used to obtain approval for the project. However, the project plan was never fully developed or used to actively manage the project.

The project team is using a traditional phased development methodology, which assumes that all user requirements are known and can be well-specified at the beginning of the project. The chosen methodology for this project has caused significant problems because new and unexpected requirements have surfaced as the intended users have become more familiar with what the warehouse management application can offer. Now, the users of the system have repeatedly expressed the need for additional features and functionality that go well beyond the original specifications.

Appendix B. Questionnaire items

Risk perception was measured using four, 7-point semantic differential scale items that assessed how the respondent characterized the current status of the project: (1) Significant opportunity/significant threat, (2) potential for loss/potential for gain, (3) very unlikely to succeed/very likely to succeed, and (4) unpromising/promising.

Continuation intention was measured using the following three, 8-point scale items with “lean towards discontinuing” and “lean towards continuing” anchors: (1) Please rate the likelihood that you will recommend continuation or discontinuation of the project, (2) Please rate the likelihood that you will recommend abandonment or continuation of the project, and (3) Please indicate whether you would increase or reduce the resources (e.g. money, people) for this project.
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